
  

 

Abstract— The integration of the Internet of Things (IoT) 

with the Cloud and Edge Computing infrastructures offers 

unprecedented opportunities for applications and services. 

Realizing such a holistic and large-scale platform requires a 

mixture of different technologies to enable the interconnection 

of the various functional layers of this new end-to-end (E2E) 

communication paradigm. Virtualization and specifically 

Network Function Virtualization (NFV), is the key enabling 

technology for creating and supporting an IoT-aware Edge-

Cloud Computing infrastructure. In this tutorial session paper 

we study how to establish a scalable softwarized E2E solution 

that will gracefully combine different technologies to provide 

networking services with high Quality of Service (QoS) and low 

communication cost.   

I. INTRODUCTION 

During the last decades, the Internet has been a key factor 
in building the global information society and leading 
economy growth. The mix of technologies currently offered 
in the Internet, such as Cloud/Edge Computing, Network 
Function Virtualization (NFV), Data Analytics, and Internet 
of Things (IoT), provide the necessary tools to build a 
service-centric Future Internet Architecture. Future Internet is 
expected to rely on virtualization technologies, moving away 
from dedicated and expensive hardware middleboxes, while 
IoT will be one of the main sources of data generation in this 
communication paradigm.  

However, the main bottleneck in such an environment is 
the performance degradation observed when moving from 
dedicated hardware middleboxes to softwarized solutions. 
General purpose servers must now accommodate a wide 
range of Operating Systems (OS) and software packages in 
order to implement the large range of network services 
available. At the same time, Internet’s resounding success has 
also turned out to be the biggest obstacle leading to in 
inefficient utilization of the underlying infrastructure. The 
excessive amount of the generated traffic from the IoT layer 
and the need for novel and more targeted networking services 
has led to a depletion of the available physical resources.  

Furthermore, the management and orchestration of such a 
large-scale platform necessitates efficient mechanisms for 
controlling the infrastructure that spans from the physical 
objects / “things” till the Cloud. A tool to facilitate the design 
of such controllers can be found in the principles of Data 
Analytics that can predict the network traffic, its resource 
requirements, and appropriately guide the control decisions.  

Thus, the goal of this tutorial session paper is to establish 
the basis of a scalable softwarized end-to-end solution that 
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will gracefully combine all the aforementioned technologies 
to provide scalable E2E solutions with high QoS and low 
communication cost.  

To succeed that, first we present the optimal software and 
hardware configuration of the underlying generic hardware 
infrastructure (e.g. typical x86 servers, edge nodes, etc.) to 
optimize the attained performance in terms of throughput and 
delay providing a cost efficient and attractive solution. 
Secondly, taking into consideration the limited resources 
available, especially at the network edge, appropriate control 
decisions in forms of resource allocation algorithms are 
introduced. The goal of these algorithms is to minimize the 
deployment cost (e.g. in terms of operational and capital 
costs) of the services offered and further ameliorate the 
throughput and delay performance. Finally, data analytics 
mechanisms are investigated to remove redundant data, 
unravel traffic patterns, and predict the network conditions to 
better orchestrate the network design and resource planning 
of the E2E platform.  

The rest of the paper is organized as follows. Section II 
presents a brief background of the academic efforts to resolve 
similar problems. Section III emphasizes on the performance 
analysis of Cloud and Edge based NFV solutions. Section IV 
presents possible resource allocation methods for resource 
orchestration and management in such E2E platforms. 
Section V, provides the basis and the importance of data 
analytics in IoT-aware Edge/Cloud communication services. 
Section VI provides the challenges of controlling these 
services. Finally, Section VII concludes the paper.  

II. BACKGROUND 

A. Network Function Virtualization 

With NFV, network functions are now decoupled from 
dedicated and expensive hardware appliances and they are 
offered as software entities called Virtualized Network 
Functions (VNFs). VNFs, such as routers, firewalls, or 
intrusion detection systems are instantiated on generic servers 
in the Cloud or Edge leading to a significant capital and cost 
reduction. Despite the numerous advantages of the NFV 
technology, two of the main challenges that needs to be 
addressed are [1]: a) the performance degradation, when 
using generic servers instead of dedicated hardware and b) 
the optimal placement of the VNFs to efficiently utilize the 
cloud/edge resources.  

To address the first challenge, a number of hardware and 
software solutions have been proposed to alleviate the 
performance deterioration caused by virtualizing the network 
services. Hardware-based solution usually involves FPGA 
accelerators to increase the performance of the VNFs [2]. 
However, such an approach involves additional cost to buy, 
deploy, and operate the hardware. In contrast, software-based 
solutions can significantly increase the performance without 
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the need to invest more monetary and installation cost [3]. 
Softwarized-based solutions usually intervene in the 
hypervisor by proposing appropriate tuning techniques [4], 
[5]. However, such approaches are difficult to operationalize 
in a production environment. 

Regarding the second challenge, particular emphasis has 
been placed in allocating a series of interconnected VNFs, 
called Service Chain (SC), in a pool of available physical 
resources. Traditionally, the problem was solved assuming 
the existence of only a Cloud infrastructure [6] [7]. However, 
recently a lot of attention has been drawn in utilizing the 
Edge computing infrastructure in conjunction with IoT to 
benefit from the reduced latency introduced and the high 
available bandwidth [8] [9].  

B. Data Analytics and Control 

Another significant aspect in an IoT-aware E2E platform 
is the fact that the IoT data can be very redundant. That is the 
same data can be repeated without change and without 
surplus value [10]. IoT data can be proved catastrophic in the 
subsequent VNF processing, since it can lead to a wastage of 
resources, while it can also slow down the analysis itself. 
This can be very restrictive for mission-critical IoT 
applications that require ultra-low end-to-end communication 
latency. Thus, appropriate techniques, have been proposed to 
deal with IoT data redundancy, such as redundancy detection 
[11], data filtering [12], and data compression [13] among 
others. 

Nonetheless, a missing part of the data analytics and 
resource allocation solutions proposed in the literature is 
where and how these mechanisms should be applied. 
Evidently, this leads to the discussion of the need of 
controllers and control techniques regarding how, where, and 
when IoT traffic should be analyzed and scheduled. In such a 
holistic approach, a combination of different controllers with 
different goals are required. Possible controllers involve SDN 
controllers, Cloud controllers, NFV Management and 
Orchestration Controllers, IoT access controllers, Edge 
controllers and so on [6] [14].  

Hence, in this tutorial paper, we aim to present a holistic 
approach that takes into consideration the total challenges 
involved in each technology. The ultimate goal, is to shed 
light into a very important but still vague research endeavor 
as the E2E IoT-aware Edge/Cloud platform.  

III. NETWORK FUNCTION VIRTUALIZATION PERFORMANCE 

     The major advantage of NFV is that it can promise 
considerable operational and capital cost reductions. Total 
cost of ownership calculations however, are typically a 
function of the attainable network throughput, which in a 
generic server is highly dependent on the underlying server 
architecture. The number of VNFs running on the server, the 
Input/Output (I/O) demands, the performance of the 
underlying hypervisor scheduler, and the packet path from 
the physical Network Interface (pNIC) of the server into the 
VNFs are examples of how the server architecture can 
influence the overall performance. In this tutorial, we will 
present our results indicating that consolidating many VNFs 
in the same server can severely deteriorate the throughput 
performance [15]. Specifically, we show that the VNFs in 

contrast with traditional cloud VM applications are I/O 
bound. Thus, the number of associated resources is not 
always the bottleneck. This relies from the hypervisor and 
virtual switch inside a generic server that were not designed 
with the goal to control and schedule traffic intensive 
applications. Hence, this bottleneck urged in using more 
efficient I/O techniques such as OVS, OVS-DPDK, FD.io 
VPP, and SR-IOV [3] [16]. In particular, a hypervisor bypass 
I/O technique can lead to a significant throughput 
performance able to saturate the total physical capacity of the 
NIC. This outcome is of particular importance for IoT and 
specifically for massive machine connections that can 
generate huge amount of traffic that needs fast and reliable 
processing.  

Nonetheless, since not all of the I/O architectures can 
bypass the hypervisor, it is of utmost importance to propose 
appropriate scheduling algorithms that will efficiently 
distribute the physical resources of a server to the hosted 
VNFs. Thus, it becomes evident, especially for handling real-
time IoT applications, that the hypevisor should support a 
real-time scheduler that will guarantee the horizontal 
scheduling of multiple concurrent hosted VNFs on the same 
server. This can only be guaranteed by I/O performance 
optimization techniques, resource scheduling, and a local 
control co-design that will interpret the resource requirements 
of the VNFs into control decisions of how the physical 
resources will be shared among the VNFs.  

IV. IOT-AWARE EDGE/CLOUD RESOURCE ALLOCATION 

IoT devices are in general constrained in terms of 
resources (e.g. CPU, memory, and storage) and energy 
(power is supplied by batteries). Hence, to support the 
requirements of the IoT applications in terms of processing 
and networking, Cloud Computing has risen as the leading 
paradigm. Cloud can offer an abundant of computing and 
communication resources that can scale up and down with 
varying user demands. This makes it very suitable for IoT 
applications due to their dynamic and ad-hoc nature. 
However, Cloud resources are usually accessible through the 
Internet, which is characterized by a best-effort connection 
with varying quality. To this end, application tasks and 
networking functions that require stringent resource 
guarantees such as real-time processing, local storage, or 
local context-awareness cannot be always satisfied using 
traditional Cloud Services [17]. Edge Computing can fill this 
gap by bringing Cloud Computing capabilities closer to the 
“things”. 

One major challenge of this hybrid Edge/Cloud 
infrastructure is how to efficiently share the available 
resources in the Edge and Cloud to satisfy the requirements 
of the offloaded network services and application tasks 
(instantiated in the form of VNFs). These tasks and services 
are expressed as SCs that are associated with specific IoT 
applications. The major consideration with theses SCs is how 
to allocate them by minimizing the communication delays 
and the deployment costs [18] [19]. However, such a 
resource allocation technique when integrating the Edge with 
the Cloud is not straightforward. The reason is that we need 
to find the appropriate edge or cloud sites to host the 
VNFs/tasks and find the routing paths to interconnect them. 
The creation of a routing path that traverses multiple different 
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domains from things, to gateways, to backhaul networks, 
edge networks, transport networks, and data center networks 
is far from easy. Especially, when we have to consider a set 
of different and possible conflicting goals.  

Thus, in this part of the tutorial, we will demonstrate how 
to efficiently utilize the resources between the Edge and 
Cloud, in order to reconcile the conflicting goals of latency 
performance and deployment cost. Minimizing the 
deployment cost essentially amounts to minimize the amount 
of used servers. However, this approach can lead to an over-
utilization of the server’s resources that can have a serious 
effect on the overall network delay. Furthermore, there are 
additional goals to improve the resource allocation technique 
followed such as load balancing within the Edge or Cloud 
infrastructures and load balancing between the Edge and 
Cloud infrastructures. Hence, in the particular tutorial we will 
present a novel multi-objective resource allocation approach 
satisfying different goals and requirements generated from 
the IoT devices, Edge, and Cloud infrastructures in order to 
provide an end-to-end IoT aware Edge/Cloud solution [20].  

At the same time, we will show the importance of 
including the performance analysis of the VNFs during the 
resource allocation decisions. In particular, the VNF 
performance analysis should be used as a feedback to the 
resource allocation, since both problems are closely 
correlated and can greatly affect the resulted performance. 
This knowledge is the main input element of the controller 
part of the hypervisor in order to dynamically and in real-
time schedule the available resources at the hosts VNFs.   

V. DATA ANALYTICS IN IOT 

IoT analytics is a general term that describes how to 
process data generated from the IoT devices in order to 
produce information that makes sense. IoT analytics can be 
classified in three different categories. The first category is 
based on the fact that the IoT data can be very redundant. 
Hence, appropriate data cleansing and filtering techniques 
can be applied. The second category is the most wildly 
explored and is based on how data analysis can be applied by 
the IoT applications to provide an intelligent view related to 
the IoT system. For example, how collected information from 
thousands temperature, pressure, wind, and humidify sensors 
can determine the likelihood of a storm and its possible paths 
[21]. The third category is based on the network analytics. 
This is the least explored area, but nonetheless the most 
interesting aspect when offloading application’s tasks and 
networking services as VNFs at the Edge and the Cloud.  

During IoT network analytics the focus is to analyze data 
to determine loss or degradation in connectivity. This is 
particularly important for two reasons: i) first IoT access 
network technologies are lossy and unreliable with direct 
impact in the overall E2E performance, ii) without this kind 
of analysis there will not be any data and thus no other 
category of data analytics.  

The network analytics mechanisms need a number of 
inputs in order to predict the access network conditions. 
These inputs are needed from the very beginning of the 
design of an IoT system and can be gathered by answering 
the following questions. How heterogeneous are the IoT 
devices? Are they battery-powered? With what frequency 

they send data? How rich are the data? Are the devices 
moving? What is the distance of the devices from the 
gateway? Which access technology is used? 

The answers to these questions will help train the analysis 
but will not solve the ambiguity of the communication. The 
reason is that access networks are usually wireless, lossy and 
unreliable. Thus, the purpose of the IoT network analytic 
algorithms should not only be the traffic analysis but also 
traffic prediction in order to make the communication as 
deterministic as possible.  

Obviously, the output of the algorithm, will be the driving 
force for designing the resource allocation algorithms. Based 
on the prediction of the traffic gathered at the gateways of the 
access network, we will be able to plan and schedule the 
necessary amount of resources at the Edge and the Cloud. 
Furthermore, the network analysis will dictate when the 
application tasks and VNFs should be applied locally in the 
IoT devices and when remotely at the Edge and/or Cloud.  

VI. CONTROL CO-DESIGN IN AN IOT E2E PLATFORM 

The combination of the VNF performance analysis, 
resource allocation algorithms, and network analytics can 
create the basis for a viable E2E IoT platform. To understand 
how these three ostensibly different theoretical approaches 
can be combined, we need to answer the question of who is 
responsible for executing them? 

A possible answer is to have a centralized controller that 
will have a global view of the E2E system. However, such an 
approach can introduce tremendous delays and scalability 
issues. Thus, we need to have a hierarchical deployment of 
controllers that jointly manage the different layers of the 
network.  

We identify three main controllers in this hierarchical 
deployment. In the level of VNF performance, the server’s 
hypervisor acts as horizontal controller that is responsible to 
instantiate, monitor, and guarantee the performance of the 
VNFs according to the decision of the resource allocation 
algorithm. For the resource allocation algorithm, we need a 
vertical controller that will have an overall view of the whole 
physical infrastructure. Furthermore, considering an 
Edge/Cloud interplay, different controllers should exist at 
each infrastructure. Finally, the network analysis can be 
applied by a controller at the gateway level, which is 
responsible to take the decision of when to interconnect the 
“things” with the rest of the system.  

There is a clear interdependency of the three types of 
controllers and a necessity for a coordination between them. 
Usually, at the Edge and Cloud the connection between the 
vertical and horizontal controllers are well-established (e.g. 
OpenStack, CloudStack and KVM/VMware hypervisors). 
However, the real challenge is how to interconnect the 
vertical controllers of the Edge and Cloud and both vertical 
controllers with the gateway controller.  During the tutorial 
we will present the possible solutions and open challenges 
towards establishing this control communication and co-
design.  

VII. CONCLUSION 

IoT is a recent technology gaining considerable 
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momentum with hundreds of billion devices expecting to 

be connected to the Internet in the following decade. This 

extraordinary amount of IoT traffic will generate new 

network service needs, while requiring stringent Service 

Level Agreements. Thus the integration of all recent 

technologies, such as NFV, Cloud and Edge computing, 

and data analytics is deemed necessary in order to sustain 

an E2E IoT-aware communication platform. Hence, this 

tutorial paper provides a network paradigm where the 

main Future Internet technologies are intermixed to 

provide an end-to-end agile and robust architecture 

providing low-cost but high efficient networking 

solutions.  
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